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Abstract— In Web search engines as well as many more specialized search tools rely on web crawlers to acquire large collections of 
pages. A Web crawler is a computer program that browses information and means of providing up-to-date data’s. Such a web crawler may 
interact with millions of hosts over a period of weeks or months, and thus issues of robustness, flexibility, and manageability are of major 
importance. In this paper, we describe an implementation of a web crawler that runs on a network of workstations. It discusses the 
performance bottlenecks, and describes efficient techniques for achieving high performance. In current trends, web information’s is 
increasing rapidly due to smart devices and advanced technologies. Due to this rapid growth of web information’s in network bottleneck 
problem occurs. The information in the web platforms and social networks is continuously updated in anywhere and anytime from the 
certain web page. The user has to give URL for retrieving information from particular web page and the fetched information will be stored 
into the database of the system. 

Index Terms— Search Engine, Web Crawl, Bottleneck, Social Networks, Data Base  

——————————      —————————— 

1 INTRODUCTION                                                                   
he information in the web contents is increasing rapidly 
based on consumer using current technology platforms. 

Such as Smart devices, advanced technologies, wireless net-
work are also assisting the flood of information. Development 
of web data is very much faster than ever we think. They are 
composed of complex and inter connected non-hierarchical 
structures. Later they have short creation and destruction cy-
cle, and do not have physical boundaries. Therefore, web data 
search engine requires the complicated search process and 
strategy.  It is very significant to determine a data collection 
cycle to increase performance. The short collection cycle is 
advantageous for frequent update web sites and long collec-
tion cycle is the opposite. That is, it will be efficient if we can 
dynamically determine the collection cycle. In this paper, we 
are trying to capture some of the basic advanced level of data 
capture in an automated manner. The initial startup of the 
project is designing a crawler which will crawl and fetch the 
entire web contents of a particular page. In addition, the 
crawler can retrieve the hyperlinks and other information’s in 
a clear segregated manner. After fetching such information’s, 
the data will be arranged in an orderly manner for future us-
age. Once the website is changed, the images and data will be 
captured and compared periodically and an automatic fetch-
ing mechanism is in-built into our system. Redirecting to mul-
tiple sub URL’s at the same time in the web page is one of the 
major advantage of our system.  

We define a region in a web document as an HTML 
fragment that shows information about one or more related 
items when it is rendered on a web browser. Such items can be 

data records, e.g., information about products, services, goods, 
or pieces of news, headers with navigation menus, footers 
with contact and corporate information, or sidebars with ad-
vertisements, to mention a few examples. In the sequel, we 
make a distinction between individual data records, data re-
gions (which encompass a series of data records). The majority 
of region extractors focus on data records and data regions. 

2   BACKROUND 
Internet Archive [6] uses parallel crawler to crawl the web-

sites. Each crawler process is single threaded which takes a list 
of seed URLs and fetches pages in parallel. Mercator [7, 8] is 
an extensible web crawler suggested a general architecture of 
a parallel crawler. In this paper, we suggest dynamic man-
agement of web pages collection cycle time depending on the 
update characteristics of the websites. Frequent updates re-
quire shorter collection cycle time for collecting up-to-date 
web pages. Therefore, we need update characteristics of each 
websites for considering dynamic changes of update frequen-
cy. This can be estimated by probing each web site periodical-
ly. In the next section, we propose a system that uses dynamic 
web collection cycle time. 

3 DESIGN AND IMPLEMENTATION OF DYNAMIC WEB 
CRAWLING SCHEDULER 

In this section, we introduce dynamic web crawler design 
and implementation in detail. 

3.1 Design of Dynamic Web Crawling Scheduler 
The web data collection cycle is determined by the process 

of Fig.1 when web data is changed. We first identify whether 
the web contents are changed or not by periodic website prob-
ing. We then calculate web data collection cycle, and store 
them to database.  

We first extract link value from html files and compare it 
with previous link value. If the values are different, we deter-
mine optimal web data collection cycle point. The procedure is 
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as follows. 
 

 
Fig.1 Implementation of Web Crawler 

 
1. A World Wide Web crawler used to crawls the infor-

mation from the web page. 
2. The collected information’s will be send to Multi-

Threaded downloader for the further process. 
3. If the collected information’s is text and metadata, it 

will send to the storage otherwise URLs will be send 
to Queue. 

4. URLs which are present in a queue will be transferred 
to scheduler, to schedule a information’s. 

5. From the scheduler the URLs will be again send to 
step 2. 

6. The Procedure from step 1 to 5 will be repeated. 
Table I shows the scan and retriving extracting infor-

mation of the target search web sites. The SQL performs dy-
namic extraction   of target web sites by using two main tables 
of design view and data sheet view page. 

We determine collection cycle with adding half of the middle 
of the three variables to the biggest variable. If the average 
collection cycle time is biggest, we calculate collection cycle 
with multiplying average collection cycle with constant of less 
than 1. We can reduce data collection cycle with fixing to mid-
dle of the previous collection time and current collection time. 
We multiply the current collection time to constant over 1 
when the pages are not changed. We fixed the constant 1.2 as 
the bigger than 1.2 makes too late delay time. 

 

 

3.2 Schedule Module Implementation of the Web 
Crawler 

There are three considerations to implement web crawler 
applications as follows: 

1. How to check the changes of the web pages. 
2. How to increase the collection performance on net-

works. 
3. How to keep the copyright of the web contents.  
In these terms of network performance, we have to consider 

the collection cycle. Most of crawlers collect the web contents 
at regular intervals causing large network traffics. To reduce 
network traffic, we propose new data collection models by 
means of calculating optimal data collection cycles according 
to web sites.  

For implementation configuration of the web crawler. We 
implemented the application with DOT Net, SQL SERVER 
2008 and used MySQL DBMS for data management.  

Fig. 2 shows the implementation of web crawler schema fol-
lows four steps  

1. At first, it downloads the web page at start of the 
queue.  

2. Next process is to analyzing the web page contents.  
3. After analyzing a page contents from the web page 

then those contents will be send to add all the links to 
output 

4. Then adding all the links to the further process. When 
the queue is not empty this cycle is repeated.  

5. Repeat process from step 1 to 4 
To maintain schedule information for all web pages. 

StopUrl table manages web site information, page table 
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stores web page collection time, average collection time, and 
page update status. Particularly, sche table stores data of dy-
namic web collection cycle, which is used to compare collec-
tion cycles of each extraction time.  

 
Fig.2. Class Diagram for Web Crawler Implementation 

Table II provides more detail description for classes in the 
Web crawler. 

TABLE II 
DESCRIPTION OF CLASS MODULES 

 
Classes Function 
1. System.Windows.Forms - User Form 
2 System.ComponentModel - Scan and retrieve 
2.2. Interop.ImageEditor - Retrieve image 
3. BRIC.java - BRIC web site content extraction. 
4. Interop.ImageEditor - Improve image  
5. System.Drawing.Imaging  
6. System.Drawing.Drawing2D 
Fig.2 Database Schema for Web Data Collection Cycles 
Fig.3 Class Diagram for Web Crawler Implementation 
 
3.3  Descriptions  
In this project web crawling has been done in five main Meth-
ods: 

Frist Static Web Application mainly focuses on towards re-
trieving the information’s dynamically from the web pages at 
regular intervals. The large size and the dynamic nature of the 
Web make it necessary to continually maintain Web based 
information retrieval systems. But also, it focus the a real time 
website available in the internet 

Second In this Web Crawl Application, we are trying to 
crawl the web application created in our previous stage. Web 
crawlers are small programs that exploit the graph structure of 
the Web to move from one page to another page.    In their 

infancy or normal stage, these programs were also called 
wanderers, robots, spiders and worms. These robots will try to 
fetch words that are quite evocative of Web imagery. In this 
module, the user will be given an option of searching for a 
particular URL. In that case, the contents in the web page will 
be fetched automatically with some of the base information 
from the URL. 
Thrid is Web information extration, the individual information 
of the web page will be extracted for further usage.   All the 
necessary information about the web page will be stored into 
the database. 

• Number of Images 
• Size of the web page 
• Content information in the particular web page 
• Hyperlinks information  
• Sub Page information  

Fourth is a Sub Hperlinks Crawling method a web crawler 
application is a system used for the bulk downloading of web 
pages. Prominently, this is one of the main components of web 
search engines. The main advantage of the system is to assem-
ble a corpus of web pages, group it and index them, and final-
ly allow the users to issue queries against the index and find 
the web pages that match their queries. Web Crawler applica-
tion facilitate the process of following hyperlinks in Web pag-
es and enable the system to automatically download new and 
updated Web pages.  

While some systems rely on crawlers that exhaustively 
crawl the Web, others incorporate focus within their crawlers 
to harvest application or topic specific collections. Our appli-
cation focuses towards creating a sub web engine to crawl 
individual pages and collect information from those pages. 

Fivth is Automated Bot Method Based on the information 
collected; our system is trying to compare the data with the 
existing system.  If there is a mismatch in the web page size or 
any other contents.  An automatic invocation of our applica-
tion will happen in turn, the system will try to fetch the web 
page data instantly. Updated information will be stored in the 
database and it will be used future data references. 

4 PERFORMANCE EVALUTION  
In this section, Unit testing involves the design of test cases 

that validate that the internal program logic is functioning 
properly, and that program inputs produce valid outputs. All 
decision branches and internal code flow should be validated. 
It is the testing of individual software units of the application 
.it is done after the completion of an individual unit before 
integration. This is a structural testing, that relies on 
knowledge of its construction and is invasive. Unit tests per-
form basic tests at component level and test a specific business 
process, application, and/or system configuration. Unit tests 
ensure that each unique path of a business process performs 
accurately to the documented specifications and contains 
clearly defined inputs and expected results. 
 Integration tests are designed to test integrated soft-
ware components to determine if they actually run as one 
program.  Testing is event driven and is more concerned with 
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the basic outcome of screens or fields. Integration tests 
demonstrate that although the components were individually 
satisfaction, as shown by successfully unit testing, the combi-
nation of components is correct and consistent. Integration 
testing is specifically aimed at   exposing the problems that 
arise from the combination of components. 
 Functional tests provide systematic demonstrations 
that functions tested are available as specified by the business 
and technical requirements, system documentation, and user 
manuals.Functional testing is centered on the following items: 
Valid Input is to identify classes of valid input must be accept-
ed. Invalid Input is to identify classes of invalid input must be 
rejected.  

5 CONCLUSION 
We proposed a dynamic web-data crawling method, which 

includes sensitive checking of web site changes, and dynamic 
retrieving of web pages from target websites. The method de-
termines web crawling cycle time dynamically based on the 
3 parameters: current collection time, collection time for pre-
vious update, average collection time. We compared the num-
ber of checks and average web crawling cycle for the web 
sites with network overhead. 

The research proved that the dynamic web crawling cycle 
method can keep up to date data and determine the best data 
collection cycle corresponding for each different website. Also, 
controlling data collection cycle during midnights and week-
ends make the network bottlenecks significantly reduced. 
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